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» The Internal Capability of LLM-based Dialogue System
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» The External Capability of LLM-based Dialogue System
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Check our another EMNLP 2023 paper

Large Language Models as Source Planner for Personalized Knowledge-grounded Dialogues



https://arxiv.org/abs/2310.08840.pdf

» What is the internal capability ?

Large Language Models (LLMs) possesses exceptional natural language understanding and generation

capabilities, making it an ideal foundation for a conversational system that provides a great user experience and
significant convenience.

= But:

Most of them directly mapping the dialogue context to the response
[gnoring the linguistic cues underneath dialogue context such as user status, and thus lacks the ability to

employ corresponding language styles and knowledge systems when dealing with users of difterent
personalities, emotions, and psychological states.

"dialog": |

Iy

"BAERNEARIL? 1,

"RUBRAR—RPENMSEIRAERE, TETREFEFMAOEBENEN, FAENRAERNSENLESBRS. ",
"BNHEARBNDHZTA? ",

"BNREATTTREFEFANOEBENEW, FAENRRERSENLEESBRS. ",

"RUERFHLER? ",

"BNREANHEHENRAAS. ABNKRBAMNEENTULLRMER, ERNTERSEAMCHOREER, HEFERBMERIS. "

"user_persona": "RENMGE, XEFLEY), FELPRoMAEER, "



» Multi-step Reasoning

" We formulate it as a multi-step reasoning problem, can be alleviated by CoT, which is not explored at dialogue.
* First, infer and trace the core of the user's question or concern.
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» Multi-step Reasoning

" We formulate it as a multi-step reasoning problem, can be alleviated by Col; which is not explored at dialogue.

* Then, plan a response that takes into account their status like emotional state and psychological well-being (optional)
- (optional)

EFRAOHEN, (RUEEEEEEMLSHE

EFHAP RN, BODEREZEUTAE:

1. MENAE: RIBAFPHMESRER, BRORSEFEFZEMRM. A, UREILEIIAEF
FER )RRV R AR R B IR

2. BRMRIF: RIBAFEBORGEFNER, RNLOETERFZEMXTAFNRZNE
X, REHIEEROEINTIES,

3. BAENRS: MRAFHNMERNRRARBESZ KD, BNOEAEFSEEINERESN
IEENBEEE, BRAUDENPRAIEENED.

4. @A RFEAFEBRNER, BNOSEFEEMXTAEAAMSAERE, )
RiR{E B EERNIHE .




» Cue-CoT

Standard Prompting

Model Input

User: If we only rely on free online teaching,
can we learn the violin? What about the piano?
System: Yes, but with a conscious learning
spirit and patient practice.....

User: Can we learn violin and piano from
scratch?

/( Model Output > ~N

System: Yes, as long as you are willing to spend
time and energy on learning and practicing, and
constantly improve your skills, you can learn
violin and piano from scratch. At the same time,
it is recommended that you consider finding a
professional teacher for guidance, which will
improve the learning effect more effectively.
Have you considered looking for a professional

2
&teacher. )

SCORES 8 /10

O-Cue CoT Prompting in Dialogue

/‘ Model Input > ~N

Here is the conversation between user and system.

{DIALOGUE_CONTEXT}

Please first output a single line containing user status
such as the user‘s personality traits, psychological and
emotional states exhibited in the conversation. In the
subsequent line, please play a role as system and
generate a response based on the user status and the
kdialoguc context. )

I
| User Status: The status shown by the user is curiosity, a |
| mindset of curiosity and eagerness to learn. 1

Intermediate reasoning _:

System: Sure! For learning the violin and piano from
scratch, the most important thing is your learning attitude
and patience in practice. Violin skills are relatively high,
and it may be difficult to master them from scratch, but as
long as you maintain a conscious learning spirit and
continuous practice, you can gradually master violin skills.
For piano, it is relatively easier to learn. As long as you
have a certain sense of rhythm and music foundation, it is

M-Cue CoT Prompting in Dialogue

(‘< Model Input ; N\

Here is the conversation between user and system.

{DIALOGUE_CONTEXT} \

conversation such as ....

Q'easible to learn piano from scratch. )

SCORES 8.5 /10

Please infer the user status exhibited in the
J

Step 1

Model Output

e === ———————————————,
User Status: The user has some interest in music and )

1 @ willingness to learn, (Personaliaty) but may lack
| confidence and patience

Step 2

Here is the conversation between user
and system.

N {DIALOGUE_CONTEXT}

Here is the user status.

~ {USER_STATUS}

Please play a role as system ......

- J

A Model Output :

\ c" become an excellent violinist or pianist! (Give

System: Sure! As long as you have enough enthusiasm and patience for learning,
as well as the determination to learn music, learning violin and piano is
completely achievable. (Answer the questions) When you get stuck, don't lose
heart because learning any skill takes time and effort. (Encouragement) At the
same time, you can also find some professional teachers or other learning
resources to help you better master skills and basic skills. Believe in yourself, you

~N

confidence) )

SCORES 9 /10

Figure 1: An example of different prompting for responding to in-depth dialog questions with LL.Ms, including
standard prompting, O-Cue CoT, and M-Cue CoT. We shadow the intermediate reasoning results, i.e., the personality,
empathy, and psychological status of the user, and highlight the instructions at the input and indicate the roles of
different parts of the response (in green) in M-Cue CoT.



> Benchmark

Metrics Chinese English

Zhihu D4  PsyQA | Quora ED EMH
Avg.C 2584 521.0 2109 | 149.6 502 442
Avg.R 769 579 | 6075 | 483 129 | 1758
Samples | 1122 997 1000 1082 2091 1000

Three major linguistic cues are considered:

v Personality: Zhihu & Quora (Self-built)
v" Emotion: D4 & ED

v Psychology: PsyQOA & EMH



»> Experiment

" O-Cue and M-Cue both are better than Standard Prompting, and M-Cue is more general and robust

=  Chinese LL1LMs
= BELLE:

" ChatGPT: both high

= English LLMs

[

““““ Helpfulness Acceptness
Model Prompt | n [1))4 PsyQA | Zhihu DI:t PsyQA
Zero-shot Setting
BELLE O-Cue | 6740 7634 69.31 | 55.82 5250 5343

M-Cue | 8154 7160 79.25 | 60.23 7241 73.65
SR O-Cue | 4829 56.68 33.00 | 32.39 39.19 3134
M-Cue | 85.02 72.10 83.57 | 66.67 5127 5540
CEATGET O-Cue | 6791 5040 6190 | 53.14 5238 58.15
M-Cue | 9557 87.88 90.34 | 65.22 61.08 56.12
One-shot Setting
random selection
) ];I;L_u; | O-Cue | 6431 5053 65.15 | 53.35 40.07 5381

M-Cue | 8330 69.59 73.81 | 73.61 56.14 61.90

cuatoLy | 9-CHe " . i ) " .
M-Cue | 9028 75.10 91.85 | 74.55 54.03 64.75
CHATGPT O-Cue | 7647 5194 6544 | 63.86 5047 56.03
M-Cue | 91.60 86.67 8896 | 76.83 58.19 6141
top-1 selection

' ;I;L_L;E | O-Cue | 6377 5751 69.92 | 5493 41.02 5587

M-Cue | 8277 6994 7399 | 7432 5438 6224

cuatorm | 9-C% i i i ) ) )
M-Cue | 8925 7726 91.77 | 73.43 57.17 58.74
ST O-Cue | 76.86 5093 55.85 | 59.63 52.02 57.58
M-Cue | 93.19 88.84 91.77 | 78.46 56.84 5948

low long-context understanding ability; middle instruction-following ability
* ChatGLM: middle long-context understanding ability; low instruction-following ability

Helpfulness Acceptness
Model Prompt Quora ED EMH | Quora ED EMH
Zero-shot Setting
ALPACA O-Cue | 19.51 3941 49.70 | 22.85 3541 50.15
M-Cue | 80.78 87.30 85.76 | 78.21 86.00 86.97
VICUNA O-Cue | 56.16 7143 59.43 | 5573 65.06 63.50
M-Cue | 81.67 91.30 8042 | 77.89 90.71 8293
CHATGPT O-Cue | 79.47 8831 8283 | 8147 89.92 93.71
M-Cue | 8583 91.98 8293 | 89.09 96.79 9493
One-shot Setting

random selection

apaca | 97Cue ) ) i i § i
M-Cue | 76.78 85.08 9436 | 72.34 85.07 95.82
VICUNA O-Cue | 6045 70.77 63.06 | 6045 6821 67.07
M-Cue | 79.84 91.20 79.23 | 83.16 9245 87.99
CHATGPT O-Cue | 80.33 87.32 8494 | 80.33 90.80 96.06
M-Cue | 8431 89.78 85.71 | 86.64 9394 96.70
top-1 selection

apaca | 97CHe ) ) i i i i
M-Cue | 7454 78.70 88.69 | 72.27 79.55 93.43
VICUNA O-Cue | 63.10 71.75 6231 | 62.04 67.21 67.76
M-Cue | 78.70 90.12 79.10 | 82.08 9296 88.96
CHATGPT O-Cue | 81.15 87.42 8140 | 80.24 89.92 91.84
M-Cue | 88.08 91.37 86.87 | 91.21 9595 96.12
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Discussion & Future Work
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Path 1 (orange): Directly extend the capability of
ChatGPT. GPT-4, Claude, Bard, ......

Path 2 (green): Continually train current Chinese
LLMs on more multi-lingual corpus.

Path 3 (blue): Continually train current English

LLMs on more multi-lingual corpus. Chinese-
LLaMA, Chinese-Vicuna, .....

More analysis, case studies can be found in the paper!

Demo can be accessed in the Github!!!



» Conclusion

= We build a benchmark to evaluate the helpfulness and acceptability of responses

generated by current LLMs, considering three major linguistic cues of user
statuses.

= We leverage the strong reasoning capability of LLMs by proposing a Cue-CoT to
trace the status of users, decomposing the response generation into multiple
reasoning steps. It can be applied into different downstream tasks and applications
with multiple intermediate results as demonstration selection criterion.

* Experimental results demonstrate the superior performance ot our method on 6
datasets under both zero-shot and one-shot settings. We hope the release of
our work can shed some light on the evaluation and development of LLMs.
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