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§ It is widely acknowledged that dialogue 
contexts generally convey a lot of  
information about the user status in addition 
to the pure semantic information from a 
linguistic perspective.

§ Instead of directly prompting LLMs to generate
the response solely based on dialogue context, we
design a multi-step linguistic cue-based chain-
of-thoughts (Cue-CoT), consisting of  two 
variants: O-Cue CoT and M-Cue CoT, to
generate responses that align with the user’s 
expectations, meet their unique needs and 
preferences.

Motivation & Method
Demonstration Selection

§ Since there are multiple steps, we design different 
selection strategies for each step. Specifically, we 
first select demonstrations (c, s) according to dialogue 
context to infer status, and then select demonstrations 
(c, s, r) according to user status.

§ On the one hand, all intermediate reasoning results 
can be utilized as a criterion to select 
demonstrations, providing additional signals for the 
latter reasoning.

§ On the other hand, It is convenient to process these 
intermediate outputs, allowing for actions such as 
incorporating user profiles for personalization or 
filtering out erroneous reasoning results. These 
intermediate outputs can also be stored for future use, 
enabling their utilization for various purposes.

Bilingual Benchmark

Three major linguistic cues are considered:

ü Personality: Zhihu & Quora (Self-built)

ü Emotion: D4 & ED

ü Psychology: PsyQA & EMH

§ In general, Cue-Cot can achieve better results than standard prompting (win rates exceed 50%). 
Benefiting from relatively simple instructions and the output of  multi-step reasoning, M-Cue can 
achieve better results than O-Cue. We also found that the win rates of  acceptability on the Chinese 
LLMs are lower than helpfulness, while the opposite is true on the English LLMs. 

§ Chinese LLMs: We found that ChatGLM was the worst among the three models in the case of  O-
Cue, and then we checked the corresponding output, and we found that ChatGLM basically ignored 
the given instructions and conducted the conversation directly; or The corresponding response is 
not generated as required format by the instruction. However, in the case of  M-Cue, all large models 
can follow the instructions very well.

§ English LLMs: Alpaca is similar with ChatGLM, and ChatGPT and Vicuna performs better.

Three paths to more powerful LLMs:

ü Path 1 (orange): Directly extend the capability of ChatGPT.
GPT-4, Claude, Bard, ……

ü Path 2 (green): Continually train current Chinese LLMs on
more multi-lingual corpus.

ü Path 3 (blue): Continually train current English LLMs on
more multi-lingual corpus. Chinese-LLaMA, Chinese-
Vicuna, …..

More analysis, case studies can be found in the
paper! Demo can be accessed in the Github!!!
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