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» What’s LLM-based Dialogue System ?

" Internal Reasoning
" Prompting engineering
= Linguistic cues
= Emotion

= Psychology
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» What’s LLM-based Dialogue System ?

* External Acting

* Planning the actions/interactions

Generate tokens -—- most
fine-grained action
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» What’s LLM-based Dialogue System ?

» Reasoning + Acting

* TPE multi-persona collaboration

framework

Thinker (Reasoning)
Planner (Planning)
Executor (Acting)
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» What’s LLM-based Dialogue System ?

LLM-based Large Language Models as Source
Cue-CoT: Chain-of-thought Prompting Dialogue System Planner for Personalized Knowledge-
for Responding to In-depth Dialogue o G grounded Dialogue (External, EMNLP

Questions with LLMs (Internal, 2023)

EMNLP 2023) .
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TPE: Towards Better Compositional Reasoning
over Conceptual Tools with Multi-persona
Collaboration (Internal with External)



» The External Capability of LLM-based Dialogue System

What we are going
to talk today!!!
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» What Is the external capability ?

Dialogue Context Sources
PRI HE R 1 LR
Which director do you like?
S T
What are them specifically? A =
Lk FE BEE o =N
EPERE, DR, o DOCUMENT
Crouching Tiger, Hidden Dragon, Life of Pi
AR — N RI I HAL @,
Pls recommend me a movie that I will like. MEMORY

Open-domain Dialogue System requires
access to various external knowledge sources
to deliver reliable, informative,
personalized, and helpful responses,
depending on which sources are invoked.

Indiscriminately incorporating all sources
bring unnecessary computing cost, and
sometimes it does not require external

knowledge.

The interdependence between different
external sources brings new challenges,
while 1ignoring the complex relationship
between different sources, leads to sub-
optimal performance.



» A case of dependency between different knowledge sources

e | T D O, . W, . oy -
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: 8 Hi, what is your favorite food? :
! . Persona NULL '
| ) I
I I am a vegetarian I
| |
| I
| As an Al language model, 1 I
| do not have ...... |
| I
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| Document Document I
| @. wdependency NULL [
wo dependency @,

I Vegetarian like to eat ' I
I fruits and vegetable Food contains .
| meat, fruits, ... :
|
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Dependency between Multiple Sources



» Knowledge Behind Persona (KBP) Dataset

Persona

I weight 300 pounds.
I am not healthy.

[ am a man.

I like The Godfather.

l = Step 1: Persona and
Knowledge Acquisition

'S

Huawei Xiaoyi — Expended Persona ]
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» Knowledge Behind Persona (KBP) Dataset

There are three situations in KBP:

* Do not need any external knowledge -
NULL

" Only require PERSONA source of
knowledge 2 PERSONA

=  Require both PERSONA and DOCUMENT
sources of knowledge = PERSONA
DOCUMENT

n@:
ol

REEAAERILTA?

Are you from the south or north of China?
BAA, BREEHBEX.
South of China.

Used Persona Pl Used Knowledge P1-K1

RERBAT ?
Do you usually rock climb?

FE BE®

No, I am too scared of heights of climb.

Used Persona P3 Used Knowledge P3-K1

BIREAZER?

Can u sing the songs?

ABT, BREN

1t s too difficult, I can not.

Used Persona N Used Knowledge N

RE2MWUAN I comes from Foshan. P1

RABELZEIE I have acrophobia P3

DOCUMENTS {P1: K1, ...K5, ...,P3:K1,...} P1

«, BUBFR KRS EEHHE
Foshan belongs to the region of South China.

e — — — — —— —— — ——————— o ]

ARBENATERLSS, TESTWL
K1 Z&4h People who have acrophobia can

not climb mountains and rock climbing.

J
———————




» SAFARI Framework

) T, BEKRBRE, REWEAG? * Planning: make a series of decision to determine
Helio; Lam froms Anies province;WHICK provinge whether or not use knowledge, which and when.
are u from?

i Persona Config Local Knowledge User Memory | M 1 C—r Kt', Kj, cany Kn or NULL, (1)

WEARY § =
snzia - -

= Retrieval: retrieve fop-n results from local databases

M . .
- = . e according to the decided used source knowledge
T S i o g Ko K i m
Retrieve TopN™~—» RN BRI/ FAH—BH R: K, Kjy ooy Kn = ki o ki (2)
[ live in Shenzhen. Shenzhen is one of cities in Guangdong Results

__________________ = Assembling: incorporate all retrieved middle results
EESIGANRR, BETEA. (o

Nice to meet you, I am from Guangdong province.

into the final response generation

Figure 1: An unified framework of the source- M :Inp — s, 3)

augmented dialogue system, where the response
generation requires various sources of knowledge: where Inp = {c [SOURCE]K;; ..., Ky [EOS]

persona, knowledge, and memory. Planning, Retrieval [MIDDLE]XY,..., kM [EOM]}.
and Assemble steps are divided by dashed lines.

I SAFARI has a great scalability and flexibility,
such as more sources of knowledge situation.



» SAFARI Framework

= Supervised SAFARI (End-to-end Training, LoRA)

" Unsupervised SAFARI

Step 2: Retrieval

PERSONA DOCUMENTS

— | Retriever (3, -> e
v v
l_T l—'T v
Selected Sources: PERSONA DOCUMENTS Retrieved Results System Response
[ Large Language Models (LLMs) @

|
— Dialog History PERSONA DOCUMENTS

I T — [

Retrieved Results

Supervised SAFARI

There are two knowledge bases storing relevant
information:

PERSONA: (PERSONA_DESC)

DOCUMENT: {DOCUMENT_DESC}

There exists a dependency between these knowledge bases.

The invocation of DOCUMENT relies on the results from
PERSONA. Please ensure the correct order of invoking
them.

Here is the dialogue between the user and the system:
{DIALOGUE}

Based on the user’s last question, please determine if it
requires invoking the corresponding knowledge base. If the
invocation is necessary, output the names of the knowledge
bases in the order they should be invoked. If no invocation
is needed, output "NULL",

Table 2: The zero-shot prompt of unsupervised SAFARI

at planning step (translated from Chinese to English)

The dialogue is as follows:
{DIALOGUE)

Here is the system's persona and related domain
knowledge:
{MIDDLE_RESULTS}

Please play the role of the system and generate a reply
according to the context of the dialogue and given
knowledge. Please make sure your reply is consistent with
the given persona and related domain knowledge. If the
provided knowledge is NULL, generate a response solely
based on the dialogue context.

System:

Table 3: The zero-shot prompt of unsupervised SAFARI
at assembly step (translated from Chinese to English)

Unsupervised SAFARI



» SAFARI Framework

"  Performance of Planning

=  Supervised ChatGLM > Supervised BELLE > Unsupervised ChatGPT > Others
"  Performance of Retrieval

= DPR > RocketQAv2 > BM25
*  Performance of Assembling

"= Supervised BELLE > Supervised ChatGLM

Both

Model | MEL | Persons | Model | BLEU1 | Rouge-L | P.C | K.C
Supervised 3 : — Sl e | |
BELLE-LLAMA-7B-2M | 42.67 (194) | 14.08 (17) | 83.77 (1018) e il S
CHATGLM-6B 47.10 (129) | 31.96 (69) | 86.59 (1031) BELLE-LLAMA-7B-2M | 30.48 34.61 | 75.34 | 46.62
T ~ CHATGLM-6B 2381 | 2670 |76.99 | 42.39
Model Persona - ¥
Zero-shot | PERSONA | DOCUMENTS | DOCUMENTS Unsupervised Setting
" BELLE-LLAMA-7B-2M | 28.55(940) | 894 (54) | 32.47(235) BM25 3680 | 48.97 15.05 1137 Zero-shot
CHATGLM-6B 25.60 (1225) | 0.0 (0) 0.43 (4) RocketQAv2 | 8000 | 92.31 50.49 BAx oo s oo seom | 1084 17 1954 T T305971 73734
CHATGPT 11.45(116) | 20.67 (233) | 74.88 (880) DPR 8320 | 9307 | 5167 39.33 PELLRLLAMA=/ DM : : : :
e CHATGLM-6B 6.18 1450 | 14.73 | 24.73
" BELLE-LLAMA-7B-2M | 9.22(36) | 1821(1193) | 0.0(0) Table 5: The performance of Retrieval of different types CHATGPT 12.06 2444 | 7347 | 38.00
CHATGLM-6B 25.67 (1190) 1.49 (9) 4.62 (30) of retrievers. There are 125 examples that only require In-context
CHATGPT 27.95 (699) | 23.14(238) | 41.98 (292) PERSONA and 923 require both PERSONA and KNOWLEDGE. " BELLE-LLAMA-7B-2M | 19.51 | 2225 | 7298 | 2489
We also report the Recall@1 of DOCUMENTS without CHATGLM-6B 13.74 19.69 16.92 | 24.89
Table 4: The F1 of different decisions in Planning of dependency (DOCUMENTS'). CHATGPT 16.03 25.62 | 46.38 | 35.56

different LLMs under supervised/unsupervised settings.

We also report the frequency of different decisions in
the bracket. There are 181 NULL, 125 PERSONA and 923
PERSONA, and DOCUMENTS in the ground planning.

Table 6: The performance of Assembling under super-
vised/unsupervised settings.



» Conclusions

" We are the first to augment the dialogue system to plan and incorporate
multiple sources of knowledge into responses (e.g., decide whether or
not require knowledge, which source to call, and when to call).

* We build a personalized knowledge-grounded dialogue dataset, KBP ,
where the responses are conditioned on multiple sources of knowledge
with dependency relationship.

" We conduct lots of experiments and analysis on latest LLLMs. More
ablation studies can be found in the paper.
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Check our latest paper!!!

TPE: Towards Better Compositional Reasoning over Conceptual Tools with Multi-persona Collaboration
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