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 External Acting

 Planning the actions/interactions

 Generate tokens --- most

fine-grained action
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 Reasoning + Acting

 TPE multi-persona collaboration

framework
 Thinker (Reasoning)

 Planner (Planning)

 Executor (Acting)
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 What’s LLM-based Dialogue System ?

Cue-CoT: Chain-of-thought Prompting 

for Responding to In-depth Dialogue 

Questions with LLMs (Internal,

EMNLP 2023)

Large Language Models as Source 

Planner for Personalized Knowledge-

grounded Dialogue (External, EMNLP

2023)

TPE: Towards Better Compositional Reasoning 

over Conceptual Tools with Multi-persona 

Collaboration (Internal with External)



 The External Capability of LLM-based Dialogue System

What we are going

to talk today!!!



 What is the external capability ?

 Open-domain Dialogue System requires 

access to various external knowledge sources 

to deliver reliable, informative, 

personalized, and helpful responses,

depending on which sources are invoked.

 Indiscriminately incorporating all sources

bring unnecessary computing cost, and

sometimes it does not require external

knowledge.

 The interdependence between different

external sources brings new challenges,

while ignoring the complex relationship

between different sources, leads to sub-

optimal performance.



 A case of dependency between different knowledge sources



 Knowledge Behind Persona (KBP) Dataset

 Step 1: Persona and
Knowledge Acquisition

 Step 2: Dialogue Collection



 Knowledge Behind Persona (KBP) Dataset

There are three situations in KBP:

 Do not need any external knowledge 

NULL

 Only require PERSONA source of

knowledge  PERSONA

 Require both PERSONA and DOCUMENT

sources of knowledge  PERSONA

DOCUMENT



 SAFARI Framework

 Planning: make a series of  decision to determine

whether or not use knowledge, which and when.

 Retrieval: retrieve top-n results from local databases 

according to the decided used source knowledge

 Assembling: incorporate all retrieved middle results 

into the final response generation

!!! SAFARI has a great scalability and flexibility,

such as more sources of knowledge situation.



 SAFARI Framework

 Supervised SAFARI (End-to-end Training, LoRA)

 Unsupervised SAFARI

Supervised SAFARI Unsupervised SAFARI



 SAFARI Framework

 Performance of Planning

 Supervised ChatGLM > Supervised BELLE > Unsupervised ChatGPT > Others

 Performance of Retrieval

 DPR > RocketQAv2 > BM25

 Performance of Assembling

 Supervised BELLE > Supervised ChatGLM



 Conclusions

 We are the first to augment the dialogue system to plan and incorporate 

multiple sources of  knowledge into responses (e.g., decide whether or 

not require knowledge, which source to call, and when to call).

 We build a personalized knowledge-grounded dialogue dataset, KBP , 

where the responses are conditioned on multiple sources of  knowledge

with dependency relationship.

 We conduct lots of experiments and analysis on latest LLMs. More

ablation studies can be found in the paper.



 Future Work

Check our latest paper!!!
TPE: Towards Better Compositional Reasoning over Conceptual Tools with Multi-persona Collaboration
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https://arxiv.org/abs/2309.16090
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